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Abstract

Video traces containing the sizes and (PSNR) qualities of the individual frames of a video encoding are a convenient video
representation for the evaluation of video networking mechanisms. These video traces can be used to find the frame loss probabilities
of a lossy networking mechanism, but can not give the PSNR video qualityafter lossy network transport. To date the video quality
after lossy network transport could only be determined through experiments with actual video or by approximating the quality of
the frames affected by a loss with some low PSNR quality.

In this paper we introduce and evaluateoffset distortion traceswith which the video quality after lossy network transport can
be accurately determined without requiring experiments with actual video.We explain how the offset distortion traces can be used
by networking researchers without equipment or experience in video signal processing to accurately evaluate video networking
mechanisms in terms of the PSNR video quality.

Index Terms

Offset distortion, video traces, video quality estimation, PSNR, RMSE

I. I NTRODUCTION

With the increasing popularity of multimedia applicationsand services, large portions of the traffic in the Internet are expected
to be encoded video data. For networking research in the areaof video transmission, the encoded video can be representedby
(i) the encoded bit stream, (ii) video traces, or (iii) a model. The encoded video has the drawbacks that it is typically large
in size and copyright protected, limiting exchange among researchers. Also, experiments with actual video bit streamsrequire
typically specialized equipment and experience in video signal processing. Accurate and parsimonious video traffic models,
on the other hand, are still an ongoing research issue. Videotraces provide an appealing approach for conducting research on
the transmission of video. Video traces are typically in simple text format and carry only the video frame sizes and the video
frame qualities. In contrast to encoded video data, video traces do not carry the actual video information and are therefore
exchangeable among researchers without copyright issues.Also, no special equipment is needed, video traces can be employed
in standard discrete event simulation, widely used in networking research.

Video traces have been used in networking research since themid 1990s (e.g., [1], [2], [3], [4], [5], [6], [7], [8], [9]) and have
evolved from simple video frame size traces to traces that additionally carry information about the video frame quality[10].
To determine video quality, subjective tests or objective metrics can be applied to video bit streams. Determining the video
quality through subjective tests resulting in mean opinionscores (MOS) [11] requires test subjects and is therefore typically
impractical for utilization in networking research. The objective video quality is typically measured in terms of the root mean
square error (RMSE) and the peak signal to noise ratio (PSNR), which is computed from the RMSE and it is widely accepted
that these metrics give a reasonably accurate measure of theperceived video quality. (Throughout this paper we refer tothe
RMSE asdistortion and to the PSNR asquality.)

For networking research, the frame loss probability, whichis defined as the long run fraction of frames that miss their
playout deadline at the receiver, can be easily determined.This networking metric, however, can not be directly translated
into the video quality perceived by the user. Video traces that contain the video frame qualities in addition to the videoframe
sizes allow to determine the video quality perceived by the recipient(s) as long as there are no losses, i.e., all frames arrive
in time [10]. Most video transport mechanisms, however, exploit some form of statistical multiplexing to accommodate the
highly variable video traffic and thus incur some loss of video frames.

The most basic and common approach for overcoming a lost video frame is to re-display the last successfully decoded
video frame until a new video frame is successfully decoded and displayed at the client. The current video traces, however,
contain only encoded video frame qualities. Hence, networkresearchers using the currently available traces can make only a



very rough qualitative approximation of the PSNR (quality)of the re-displayed frames. For a quantitative account of the frame
loss one would either need to experiment with actual video [12], [13], [14] or approximate the quality of the frames affected
by a loss by a low PSNR value (depending on the quality of the encoded video frame before transmission), e.g., less than
20 dB [10], although the meaningfulness of such a quantitative approximation may be questionable. The perceived quality
for a video stream can then be estimated using elementary statistics such as mean and variation of the video frame qualities,
whereby the video stream quality is generally maximized if the quality of individual frames is maximized and the variability
of the quality among the frames of a video is minimized [15].

In this paper, we introduce video frame offset distortion traces in addition to the currently available traces to allow networking
researchers to meaningfully assess the perceived video quality using only video traces. The offset distortion traces contain the
qualities of re-displayed video frames. By jointly using the currently available video traces for successfully delivered video
frames and the offset distortion traces for frames that are re-displayed, networking researchers are able to accurately determine
the impact of lost video frames on the video stream quality asit is perceived by the receiving client.

II. V IDEO FRAME QUALITY

In this section we introduce the video frame distortion and quality metrics and how lost frames impact these metrics. We
additionally introduce the elementary statistics that areused to evaluate the video stream quality.

A. Video Quality Definition

The objective video quality is typically calculated as peaksignal to noise ratio (PSNR) between the unencoded original
video data and the encoded and subsequently decoded video data. The PSNR is calculated using the root mean squared error
(RMSE) between the pixels of the unencoded and the encoded and subsequently decoded video frame. Each individual pixel
is represented by an 8-bit value for the luminance (Y) component, and a sub-sampled version of the image is used to store the
two 8-bit values for the chrominance components hue (U) and intensity (V). Typically only the luminance component is taken
into consideration for the calculation of the RMSE and PSNR,as the human eye is most sensitive to this component [16]. Let
q denote the quantization scale (which relates inversely to quality) for an arbitrary video encoding and letN denote the total
number of video frames in the video stream. We denote an individual pixel’s luminance value in thenth original video frame
at position(x, y) as F q

n(x, y) and its encoded and subsequently decoded counterpart byfq
n(x, y). Let X and Y denote the

resolution in pixels of the source video. We calculate the video frame distortion as RMSE for all the luminance differences of
an individual framen encoded with the quantization scaleq as
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The video frame quality as PSNR can be calculated from the RMSE as
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With the N frames in a given video stream, we calculate the average video quality or video stream quality as
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and the variability of the video frame qualities measured asstandard deviation as
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To obtain a more useful variability metric taking the average video frame quality into account, we additionally calculate the
coefficient of variation of the video frame qualities as

CoV q =
σq

Q
q . (5)

The video stream quality is generally maximized if the quality of individual frames is maximized and the variability of the
quality among the frames of a video stream is minimized [15].
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Fig. 2. Displayed video frames at the receiver with re-display of the last successfully received frame and I frame updated = 4 frames later.

B. Assessing Impact of Lost Frames with Video Bit Stream or through Approximation

To assess the impact of a lost video frame on the video quality, we consider without loss of generality a video sequence
encoded with theIPPP. . . encoding pattern as illustrated in Figure 1. TheI frames are intra-coded and rely on no other
frame, whereas the forward predictedP frames rely on the previous I or P frames. We note that in addition to I and P frames,
bidirectionally predicted (B) frames can be used as well. Frames of the B type rely on the previous and following I or P frames
and can be accommodated in analogous fashion in the offset distortion traces.

For a general introduction, let us assume that frame number 5is not received correctly as illustrated in Figure 1. Given the
inter-frame dependencies resulting from the forward prediction used in the video encoding, the frames following the erroneous
frame are considered to be not decodeable at the receiver. Let us furthermore assume that afterd frames, the sender can update
the reference at the receiver, e.g., by sending an I frame. Ingeneral, if framen + 1 is lost, framen is re-displayed for frames
n + 1, n + 2, . . . , n + d until the decoder receives a new I frame as reference for frame n + d + 1. The resulting video that is
displayed at the receiver with re-display of the frame before the lost frame for our example is illustrated in Figure 2. Ifthe
source video data (bit stream) would be available, the videoframe distortion and qualities could be calculated as outlined in
Section II-A for the correctly received frames 1–4. For frames 5–8, the video quality could be determined by calculationof
the video frame quality metrics as outlined in II-A for the original unencoded frames 5–8 compared with the encoded and
re-displayed frame 4. This quality assessment, however, requires the actual video bit stream [12], [13], [14]. With thecurrent
video frame size and quality traces [10], the qualities for frames 1–4 can be simply taken from the qualities recorded in the
traces. For determination of the qualities of frames 5–8 (for which frame 4 is re-displayed), however, no specific information
is available in the current traces. Only a rough approximation, e.g., saying that the quality for frames 5–8 is very low, e.g., 20
dB, can be made.

III. O FFSETDISTORTION TRACES

In order to allow for accurate trace-based assessment of theimpact of lost frames on the video quality, we introduce the
video frame offset distortion as outlined in the following.Let d denote the offset in frames between the last successfully
received framen and the frame to which the offset distortion should be calculated. Assuming that in general, transmission
errors can be healed (e.g., by sending an I-frame) after a certain number of video frames, we denote the maximum offset
for which we calculate the offset distortion asdmax. The calculation of the RMSE for the re-display of framen is given as
function of the frame offsetd similar to Equation (1) as
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Fig. 3. Video frame offset distortion for framesn = 100, 200, and 300 from theForemanvideo sequence encoded with quantization scaleq = 3.
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Fig. 4. Video frame offset quality for framesn = 100, 200, and 300 from theForemanvideo sequence encoded with quantization scaleq = 3.

The corresponding video frame quality can be calculated similar to Equation (3) as

Qq
n(d) = 20 log10

255

RMSE
q
n(d)

. (7)

The thus calculated values can be stored in a video frame offset distortion trace file, whereby for each video framen, each
video frame offset distortion fromd = 1 to d = dmax is stored in columnd of a row indexed withn. Note thatQq

n(0)
corresponds to the encoded quality of framen, which is stored in the current video traces.

We illustrate the video frame offset distortionRMSEq
n(d) in Figure 3 for framesn = 100, 200, and 300 from theForeman

video sequence. We observe that for frames at different positions in theForemanvideo sequence, the behavior of the video
frame offset distortions is quite different. We also note that the video frame offset distortion first increases for all video frames.
For some video frames, the offset distortion afterwards decreases again. This is because the frames that are further away from
the frame that the offset distortion is calculated for can have quite different content and thus a comparison can result in a
decrease of the distortion due to the low correlation in content. (This effect can be adjusted with a perceptually adjusted PSNR
metric, which we can not include here due to space constraints, and for which we refer to [17].)

We illustrate the video frame offset qualityQq
n(d) in Figure 4 for framesn = 100, 200, and 300 from theForemanvideo

sequence encoded with quantization scaleq = 3. We observe the typical inverse relationship between the video distortion and
quality values. Importantly, we also observe that the approximation of the video frame offset quality with a low value, e.g.,
Q(d) = 20 dB, is a very rough approximation, as the values for the offset quality vary between approx. 31 dB and 10 dB.
The approximation with a low fixed value therefore captures the real behavior of the offset qualities only very roughly.

Continuing the example outlined in II-B, the video stream quality can now be determined as illustrated in Figure 5 with the
combination of the currently available and the offset distortion traces. For every correctly received frame, say up to framen, the
traditional quality metrics as in Equations (1) and (3) can be taken from the currently available video traces (as for these frames
d = 0). In our example this constitutes the frames 1–4. For framesthat were not correctly received, sayn + 1, . . . , n + dmax,
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Fig. 5. Offset qualityQ(d) calculation for a sequence of video frames.

the video quality metrics calculated for the offset distortion can be taken from the offset distortion trace at position(n; d) with
d = 1, . . . , dmax. In our example we would thus retrieve the offset distortionvalues(4; 1) to (4; 4) for frames 5–8 from the
offset distortion trace.

IV. PERCEPTUALADJUSTMENTS FORUTILIZATION IN TRACE-BASED APPROACHES

The RMSE and the RMSE-based PSNR metrics are based on the comparison of individual video frames. They therefore
do not take the flow of the video frames into account. This can lead to a decrease in the offset distortion when consecutive
frames have only little correlation as illustrated in Figure 3 for the RMSE and Figure 4 for the PSNR. In order to derive a
more suitable metric for comparing the source video and the encoded video with errors and offset distortions, it is necessary to
take the impact of re-displaying the current frame multipletimes on the perceived video quality into account. Several complex
metrics, e.g., the VQM [18], have been developed to study theimpact of losses on the perceived video quality on a fine
granularity (and generally require the actual decoded video data). These metrics are not suitable to be included in video traces
due to their complexity and the unavailability of the sourcevideo data. In the following, we therefore present an approximation
of perceptual considerations based on the RMSE and PSNR values.

We propose an adjustment of the RMSE and PSNR metrics that takes the number of consecutive displays of a video frame
into account yet does not require more information than storable in video traces. Specifically, we use the sum of distortions
that were seen by a client as basis to calculate theperceptually adjusted RMSE(pRMSE). In particular, we define

pRMSEq
n(d) =

d
∑

d=0

RMSEq
n(d) · logκn

(d + κn), (8)

whereκn is a perceptual factor adjusting the impact of the frame offset distortion on the perceptual quality with respect to
the video’s content dynamics. In other words, the functionlogκn

(d+κn) is applied to determine “how much less worth is the
framen at offsetd for the perceived quality?”

We determine the perceptually adjusted qualitypQ for each frame and offset as

pQq
n(d) = 20 · log10

(d + 1) · 255

pRMSE
q
n

. (9)

We illustrate the traditional versus the perceptually adjusted video frame offset quality in Figure 6 for the frames 100and 200
from the Foremanvideo sequence encoded at quantization scaleq = 1. We observe that the perceptual adjustment results in
a smooth decline of the video frame offset quality for all frames and offsets. Comparing the originally obtained video frame
qualitiesQ1

n and the perceptually adjusted video frame qualitiespQ1
n, we observe that the perceptual quality values obtained at

small offsets are generally higher than their traditionally calculated counterparts. This reflects the generally higher correlation
for these frames, which in case of re-display would not result in a large degradation of perceived quality. For frames that are
further away, the quality can be further reduced compared tothe traditional video quality. The lower correlation of themore
distant frames reduces the perceived video quality.



 15

 20

 25

 30

 35

 40

 45

 50

 0  5  10  15  20  25

P
S

N
R

Offset

PSNR100
pPSNR100

PSNR200
pPSNR200

Fig. 6. Video frame offset quality (original and perceptually adjusted) for frames 100 and 200 from theForemanvideo sequence encoded with quantization
scaleq = 1.

A. Determination of Perceptual Factorκn

Without loss of generality, we determineκn assuming that at the first lowestPSNR value obtained, the correlation between
successive frames is too low to give meaningful results for larger offsets. In particular, letdmax denote the offset for which
the distortion is first locally maximal, either before the distortion degrades again or in case of no degradations fordmax,
i.e., dmax = min {min[d : RMSEq

n(d + 1) < RMSEq
n(d)], dmax}. Using the identities ofRMSEq

n(d = 0) = RMSEq
n, we

derive

Qq
n(dmax) = pQq

n(dmax) (10)

which results in

logκn
(dmax + κn) =

(dmax + 1) · RMSEq
n(dmax)

∑dmax

d=0 RMSE
q
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. (11)

B. Further Adjustments for Trace-Based Video Quality Estimation

Typically, the video quality at the receiving client is maximized if the distortion per frame is minimized and the variation
of the distortion is minimized as well [15]. As the distortion caused by each frame’s encoding alone is different, we introduce
the relative qualityof an encoded and subsequently decoded video frame as

rQq
n(d = 0) =

Qq
n(d = 0)

Q1
n(d = 0)

, (12)

whereQ1
n denotes the PSNR value for encoding framen with quantization scaleq = 1. We thus exploit the fact that the encoding

at the smallest quantization scale factor is the best achievable quality given the compression scheme under consideration. Using
the relative distortion, the previously determined approximation for the perceived quality can be further adjusted to

rpQq
n(d) =

20 · log10
(d+1)·255
pRMSE

q

n

Q1
n+d(0)

(13)

This results in a relative and perceptually adjusted PSNR value that allows for comparison between different quantization levels
and between different coding modes as well.

We illustrate the relative perceptually adjusted PSNR in Figures 7, 8, and 9 for frame 100 from theForemansequence,
encoded at several different quantization scale settingsq.

We observe that the relativization of the offset quality shows that the quality degradation is similar for different higher
offsets, resulting in a drop to approximately 30% of the original frame quality at the highest calculated offset. We alsoobserve
that the perceptual adjustment results in a larger relativevalue for most of the offsets for this particular frame.

V. OFFSETDISTORTION INFLUENCE ONSIMULATION RESULTS

In this section, we compare the actual video quality obtained with the offset distortion traces introduced in this paperwith
the previously outlined approximation approach in [10]. Weconsider sending theForemanvideo sequence encoded with a
quantization scaleq = 3 over an error-prone link. We utilize the MPEG-4 reference software and encode the video sequence
in simple profile, single layer mode. The link is modeled using uncorrelated bit-errors with different error probabilities. We
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Fig. 8. Relative and relative perceptually adjusted video frame offset quality for frame 100 from theForemanvideo sequence encoded with quantization
scaleq = 12.
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Fig. 11. Comparison of approximation of quality of loss-affected frames (Q-20) with actual quality obtained from offset distortion trace(Q): Coefficient of
video frame quality variation for theForemanvideo sequence encoded with quantization scaleq = 3 as function of bit error rate for different offsetsd.

consider the error probability for the size of the video frames (in bits) only and include no protocol overhead for comparison.
We utilize the elementaryIPPP. . . GoP pattern and assume that after each erroneous framed− 1 more frames are lost before
the sender can update the receiver by sending an I-frame. Without loss of generality, we assume that the I frame has the same
distortion values as the P frame otherwise sent at that position. We report our results for a 99% confidence interval of the
mean quality.

We illustrate the effect of different bit error rates on the video qualityQ
q

for different offsetsd in Figure 10. We observe
that only for very low bit error rates the approximation withQ = 20 dB (Q-20) results in a close fit of the value obtained
by the framewise exact PSNR calculation (Q) using the offsetdistortion traces. As the bit-error rate increases, the difference
between the approximation and the actual quality obtained with the offset distortion traces becomes larger, reaching differences
between 2 dB and 4 dB, which are quite significant. We concludethat the approximation does not capture the effect of different
offsetsd well and in turn results in a large deviation from the correctsimulation outcomes that can be obtained using the
offset distortion traces.

Figure 11 shows the calculated coefficients of video qualityvariation CoV q for different bit error rates. We note that the
variability in the video frames’ qualities increases for all different settings and metrics under consideration. We observe that
in terms of capturing the variability of the quality of the video frames, the approximation approach results in an overlyhigh
estimate of the video quality variability.

We further illustrate the effect of different fixed frame intervals needed to update the receiver (offsetsd) on the calculated
video stream quality in Figure 12 for a fixed bit error rate of10−4. We observe that for a given bit error rate, the video stream
quality as function of the offset (or frames needed to allow the receiver to receive an I frame) has an asymptotic behavior
towards 20 dB for the approximation approach. The impact of increased offsets on the actual quality obtained with the offset
distortion traces, however, continues to decline more rapidly as a function of the offset than the approximation. We also note
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a significant difference between the approximation and the actual quality values of close to 4 dB in case only the erroneous
frame is affected (d = 1). The continuing decline with larger offsets and the higherquality at smaller offsets can only be
obtained using the actual quality values obtained from the offset distortion traces.

Figure 13 illustrates the calculated coefficients of (relative) video quality variationCoV q as a function of the offsetsd. We
observe that with larger offsetsd the video quality variability increases for the actual quality. We also note that the approximative
approach does not only fail to capture the video quality variability correctly, but also drops with increasing offsets.In the
region of smaller offsetsd, the approximation approach results in too high variation estimates. Only for an offset ofd = 6 do
the approximation approach and the offset distortion tracebased approach result in approximately similar simulationresults
of the variability of the video frame qualities. For larger offsets, the approximation approach greatly underestimates the video
frame variabilities.

VI. ESTIMATION OF THE V IDEO FRAME OFFSETDISTORTION FORUNKNOWN QUANTIZATION SCALES

The influence of the quantization scale parameter on the encoded video frame offset distortion is illustrated in Figure 14
for frame 100 of theForemantest sequence. We observe that the video frame offset distortion as function of the quantization
scale parameterq approximately resembles a linear function for each individual offsetd. It is thus possible to approximate the
offset distortionRMSEq

n(d) for a givend by a linear function once the offset for two different quantization scale settingsq1

andq2 is known. (For the intricacies of scaling the video traces, we refer the reader to [10].)

VII. C ONCLUSION

In this paper, we reviewed the shortcoming of the currently available video traces with respect to their ability to facilitate
networking research with exact video stream quality evaluation. Currently available video traces only allow for very rough
approximations of the distortion that is caused by re-displaying the last successfully received frame until a new videoframe
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can be decoded at the receiver. We introduced offset distortion video traces that allow to accurately calculate the video frame
distortion as RMSE and video frame quality as PSNR in case of re-displayed frames.

We explained how networking researchers can use the offset distortion traces to accurately assess the received video quality
achieved by arbitrary video transport mechanisms without requiring equipment for or experience in video signal processing.

Our simulations indicate that the approximation using a lowPSNR value for re-displayed video frames can lead to rather
large approximation errors. For networking researchers this implies that more accurate results in terms of estimatingthe video
stream quality can only be achieved if the additional information in video frame offset distortion traces is available and used in
conjunction with the currently available video traces. We are in the process of incorporating these new offset distortion traces
into our existing library of video traces at [19].
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